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Since their inception in the 1970s, objective structured clinical examinations (OSCEs) have become popular and now are part of the US Medical Licensing Examination for all US medical graduates. Despite general acceptance of this method, there is debate over the value of OSCE testing compared to more traditional methods. A review of reliability and validity research does not clearly show superiority of OSCE testing. To use OSCEs in a valid and reliable way, attention must be paid to test content, test design, and implementation factors, especially when the results will be used for high-stakes decision making. While questions remain around the application of OSCE testing, there are also both known and hidden benefits to students, faculty, and organizations that use OSCEs. This paper reviews the pros and cons of the OSCE method and outlines important issues for medical educators to consider when planning to use OSCEs in their programs.
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Following the development of OSCEs, medical education has continued to evolve, with the move toward competency-based education constituting the most recent sweeping change. The most commonly used model in medical education was largely developed by the Accreditation Council for Graduate Medical Education (ACGME), which categorizes medical competence into six related domains: medical knowledge, patient care, professionalism, communication and interpersonal skills, practice-based learning and improvement, and systems-based practice. The concept of competencies now permeates the culture of medical education, shaping how we currently talk and think about medical student and resident education. The development of quality assessment methods—ie, those that are reliable, valid, practical, generalizable, and replicable—has lagged behind this culture shift, with much of this research still being conducted.

Conceptualizing the acquisition of knowledge, skills, and attitudes as competencies is important because it implies a developmental progression of a medical student from a novice to, ultimately, a proficient and expert clinician. Competency evaluations, then, should include both formative and summative assessments to assess an individual’s stage of development. The OSCE method is often used for both types of assessment, and a balanced review of the strengths and weaknesses of OSCEs are included in the ACGME Toolbox of Assessment Methods. Since OSCEs were specifically developed with the intention to evaluate a learner’s clinical competence, this method has been heralded by many as the competency evaluation method of choice.1,2

Indeed, even though research to investigate the reliability, validity, objectivity, and feasibility of OSCE testing is still ongoing, OSCEs quickly became established as a regular method of learner assessment. As of 2004, 94 of the 126 accredited US medical schools require a comprehensive OSCE test, compared to only 49 schools with such a requirement in 1998.8 Currently, 107 schools require students to pass the US Medical Licensing Examination (USMLE) Step I, and 83 require passage of USMLE Step II for graduation.8 Moreover, the USMLE Step II incorporated a Clinical Skills Examination (CSE) in 2004, and this CSE is in essence a national OSCE for all US medical students. Similarly, the Educational Commission for Foreign Medical Graduates (ECFMG) has administered the Clinical Skills Assessment (CSA), also an OSCE-like evaluation, for many years, with the results used to determine future practice preparedness for many foreign medical trainees coming to the United States. Additionally, national certification programs utilizing SPs exist in Canada and the United Kingdom.

Development of scenarios and cases for SPs to use in OSCEs has now grown into a science with accepted guidelines and standards.24 The frequent networking and sharing of resources among OSCE developers has led to a rapid implementation process in many institutions. National organizations like the Association of Standardized Patient Educators have emerged to provide leadership, education, and structure to the science of SP training and assessment. Continuing education courses, textbooks, and many “how to” articles facilitate faculty development and promote more rigorous evidence behind OSCE testing.

Clearly, the OSCE and the use of SPs to support it have developed into a mainstream method in the educational and licensing of physicians, with many high-stakes decisions and potential consequences hinging on their results. Given the central role that OSCEs have assumed in the evaluation of physicians in training, one might assume that OSCEs have excellent psychometric properties. To more fully appreciate how this unique assessment method has impacted medical education, the general psychometric qualities of OSCE testing and the importance of OSCE testing beyond student assessment must be reviewed. As described below, the results are mixed, and educators need a deeper understanding of the research if they are to apply appropriate meaning to OSCE results.

Testing Characteristics

Despite the general acceptance of the OSCE, there has been recent concern over the heavy reliance on this particular format above other assessment methods. For example, Norman challenged the idea that OSCEs provide better assessments than other traditional methods.9 He noted a lack of evidence to support the superiority of such “high fidelity” testing, which is expensive and resource intensive, over other more manageable evaluation systems. Barman has also challenged the psychometric qualities of OSCE testing in a review of selected publications.10 Both authors question the validity and reliability of OSCE evaluation.

Reliability

Reliability refers to the consistency of examinee scores over time, test administrations, and sampling.11 Many studies have reported less than ideal, but generally acceptable reliability scores for OSCEs. In fact, one early study reported no correlation between individual student performance over two similar OSCEs given by the same institution.12 Various methods have been found to increase reliability of OSCEs. For example, van der Vleuten and Slawson systematically reviewed 10 of the earlier OSCE studies and found that the major source of measurement error was accounted for by variation in student performance from station to station.8 This “content specificity” is minimized, and OSCE scoring becomes more reliable with large numbers of stations, raters, and good standardization of patients. Other factors influencing reliability include student fatigue,
personal bias, relatively high anxiety about the testing method, and memory lapse.\textsuperscript{13,14} Even when efforts are made to control for these sources of error, reliability coefficients generally range from 0.41 to 0.88.\textsuperscript{6,15}

Reliability is also influenced by whether one or more SPs portray a case, as well as test length. When assessing communication skills, for example, only 2 hours of total testing time is needed to obtain reliability coefficients above 0.7. In comparison, not until test length approaches 6 hours does one find reliability coefficients above 0.7 for data gathering and history taking.\textsuperscript{15} An early OSCE study suggested the need for 10 stations and 3–4 hours of testing to obtain reliability coefficients of 0.85–0.90.\textsuperscript{16} Other studies have found test lengths upward of 12 hours are required to yield reliability coefficients at the 0.7 or higher level.\textsuperscript{17,18}

Thus, OSCEs yield wide variation in reliability scores. The ECFMG reports reliability scores of the CSA, the longest standing high-stakes OSCE, at only 0.64.\textsuperscript{19} Although there is disagreement and some consider these reliability findings adequate,\textsuperscript{20,21} many consider them below the acceptable threshold for high-stakes testing.\textsuperscript{11,22} In 2004, US medical schools differed widely in the number of stations used in the final comprehensive OSCE: five stations or less in eight schools, six to 10 stations in 61 schools, 11 to 15 stations in 20 schools, and 15 or more stations in 15 schools.\textsuperscript{8} A general rule is that seven cases in any domain are required to reach acceptable levels of reliability (Yudkowsky R, personal communication, 2005). Unfortunately, many institutions may thus be inadvertently using OSCEs without achieving adequate reliability.

To ensure high reliability, one must attend to multiple factors when designing, implementing, and scoring any OSCE. Recent promising results came from a study of SP encounters given in small sets of two–four cases during each clinical clerkship at a US medical school. When cases were pooled and examined as a collective OSCE, the reliability was found to be 0.63.\textsuperscript{23} Further investigation is needed to see if this practical method of distributing cases over time provides sound data upon which to make high-stakes decisions.

**Validity**

Highly valid results are critical when using the OSCE method for significant decision making. If a test has low measures of validity, it is doubtful that the test truly measures what it is intended to measure. There are two types of validity to consider.

Content validity is critical to any test and particularly one that can, at best, sample only a small portion of the domain being tested. Early pioneers in the use of OSCEs claim high content validity is obtainable in this format,\textsuperscript{24} especially with the application of a “test blueprint” (a framework for content areas of the test).\textsuperscript{25}

Concurrent validity is measured by comparing one testing method to another that aims to measure the same construct. OSCE testing, however, measures multiple discreet as well as comprehensive skills and knowledge in a manner unlike other assessment formats. Comparison to other measures of clinical competence, including multiple choice questionnaires, clinical ratings, National Board of Medical Examiners subtests, duration of training, non-SP skills tests, other course grades, and self ratings have produced mixed results.\textsuperscript{6,26} Correlation coefficients for these comparisons range from 0.10 to 1.00 (in only nine of 33 studies was the correlation coefficient above 0.70). Another study reported that performance on a multiple choice written test was a better predictor of clinical performance of family physicians than the use of unannounced standardized patients.\textsuperscript{27} In contrast, in a more recent study of a comprehensive grading system for internal medicine students, Auewarakul et al found OSCEs to be one of the evaluation methods with the most validity evidence and concluded that “There is clearly sufficient validity evidence to support the utilization of the... OSCE format.”\textsuperscript{28}

It is thus difficult to make conclusive statements about the validity of the OSCE method. There are two major explanations offered regarding low validity scores: (1) OSCEs measure different constructs and, therefore, should not be expected to correlate well with standard testing and (2) validity evidence for OSCE testing is hard to determine because OSCEs do not measure what they are intended to measure. There is no clear evidence to support one theory over the other, but emerging research may help clarify the validity concerns. One recent study utilizing SPs to evaluate communication skills concluded that “Scores from OSCE communication checklists may not predict patients’ perceptions of communication.”\textsuperscript{29} In this study, performance on a well-designed checklist did not correlate well with patient perception of effective communication. The many variables that factor into the design and completion of an OSCE will clearly influence the validity; the degree to which low validity is tolerable depends on the application and what is at stake for the learner.

**Scoring**

Scoring methods for OSCEs also vary widely, and they influence reliability and are open to debate. Checklists have been standard in many established OSCE programs and have intuitive value as an assessment tool. But, checklists may have limits when testing skilled practitioners, who are not as thorough in questioning or examination due to fast pattern recognition and other expert skills. Global ratings, however, may be superior. Global rating scales scored by experts show higher inter-station reliability, better construct validity, and better concurrent validity than do checklists.\textsuperscript{30,31}
No matter what version of scoring is used, there is always concern for rater reliability and differences between rater evaluations. A study of one well-established OSCE testing center revealed the presence of four common rater errors (leniency, inconsistency, the halo effect, and restriction of range) despite intensive rater training and experience.32

Practical Issues and Feasibility
The success of implementing OSCE testing depends to a great extent on addressing feasibility and practicality issues. Depending on the availability of resources, institutions often need to deviate from ideal test design situations. The cost of OSCE implementation is high in terms of personnel, facilities, finances, and time for examinees, SPs, and faculty. While the goal of reliability measures above 0.70 requires at least 6 hours of testing, in reality, it is nearly impossible to run OSCEs that long, even for large, well organized medical schools. Practical test lengths of 2-4 hours are common, and even these are still resource intensive. Direct costs can also be prohibitive. Dollar cost estimates include $200 minimum per student for acceptable reliability33and hourly costs of $15 per student.34 Quebec Medical College, for example, spends $1,080 to assess the performance of each student in a comprehensive OSCE.35 Financial pressures on most US medical schools make it difficult to consistently invest this amount of money on OSCE testing. Other practical considerations and potential barriers include recruitment, training, and retention of a large volume of SPs, time and training for faculty observers, test development costs in both time and expertise, and maintenance of usable clinical space to administer the test.

Hidden Benefits
Despite such potential barriers and questions about the psychometric properties of OSCEs, recent reports have highlighted the often hidden benefits of long-term, comprehensive OSCEs. For example, educators subjectively believe in high-fidelity assessment, and students and educators generally feel positive about this type of performance testing. Beyond this subjective experience, Duerson et al reported significant student, curricular, and faculty development outcomes after 9 years of OSCE testing.36 Student performance improved, small-group teaching sessions were standardized, and faculty received feedback that improved instruction and enthusiasm for teaching physical exam skills. Students evaluated the experience positively and perceived the faculty time commitment as an expression of faculty interest in teaching. Moreover, after passing the OSCE, student confidence increased, and anxiety about upcoming clinical rotations decreased.

“Teaching to the test” is a common phenomenon that helps students pass a certain required assessment. In the case of OSCEs, teaching to the test would possibly lead to enhanced physical exam skills training, thus addressing a recognized deficiency in current medical school graduates.37 The exact curricular content related to skills education is often clarified and standardized through consensus building. In one published report, the implementation of SP-based testing led to dramatic change in student learning activities, with more time spent on ward-based activities and less on preparation for written tests.38 Also, the use of OSCEs for evaluation reinforces the patient-centered nature of medical practice, often provides timely and specific feedback on clinical performance, and reminds students that they are practitioners, not mere masters of medical knowledge.39

Conclusions
Medical education is a public trust. Indeed, medical educators have always needed the best methods for formative and summative evaluation of trainees. The renewed emphasis on patient safety and quality outcomes in the social consciousness and payer system necessitates that medical educators use high-quality, reliable, valid, educationally sound assessment methods. Direct observation in clinical simulations provides many opportunities for assessment and learning that other traditional evaluation methods also do not afford. The benefits of the OSCE method to learners, faculty, institutions, and the public at large are great.

Despite such benefits, care must be taken to maximize these benefits and generate reliable results. The de facto value of high-fidelity performance assessment with OSCEs has been long assumed but has yet to be concretely proven. Norman has summarized, “At best, performance assessment is about as good at predicting actual performance as a multiple-choice test based on relevant knowledge, but no better. There is little comfort here for the notion that performance assessment is, by its very nature, higher on [Miller’s] pyramid and hence better.”40 The labor- and resource-intensive OSCE has become standard practice in modern assessment of clinical competence, and the results are used for high-stakes decision making at many levels. Many details must be managed to make one feel confident in the results.

Successful OSCEs are often the result of significant planning, coordination of multiple resources, commitment to large-scale testing, and judicious use of assessment data. Care must be taken to minimize the multiple sources of error and find validity evidence to justify OSCE use. Such attention to these issues—to do it right—comes with a hefty price tag. When high-stakes consequences hang in the balance, however, it is essential that these details are not taken lightly.

More research is needed about the best uses of the OSCE method and how to maximize reliability and
validity. Advocates of the OSCE method should continue to produce and disseminate evidence of the far-reaching impact that is seen by students and educators. All institutions should avoid the overreliance on any single evaluation method. Each institution must judge the relative value of comprehensive testing in light of local resources as well as the need to prepare students for the CSE component of the USMLE Step II.
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